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Motivation Garbling of honest forecasts
= Probability forecasts are used widely to provide information. 075 07 075
= Decision makers (DMs) follow recommendation if they are credible.
= Use statistical tests (or learning algorithms) to determine credibility. 00| 0.91 051
= Strategic interaction between rational agent and Al agent. =025 <025 < 0.25
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= The expert passes the calibration test, if for any forecast f € |0, 1], the (A p): honest forecasts SHTPHIS Q = (p,q): forecasts
realized proportions of rainy days when she announced f Is close to f.
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Forecast = Realized Outcomes
Dynamic forecasting game ]
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" Expert knows the stochastic process: u € A{0,1}> where, C' = [0.05,0.95] is the interval of the honest forecasts and p is the
= At stage t, expert knows true probability p; and sends forecast f;. mean probability of rain.
= The DM performs the calibration test. _
= Pass: play acc. to forecast: a; = a( f;), where a( f;): DM’s best action given belief f;. No-regret learnlng
= Fail: play punishment action that results in loss ¢ >> 0 for expert.
= Qutcome wy is observed and players obtain payoff Ug(wy, a;) and » A DM has no regret with respect to forecast f if
Upnr(we, az).
T
= Expert’s Goal: Maximize long-run average payoff while passing the i max D=1 Lip=n (“DM(% a) — upn(wr, at)) <0
. . . T - °
calibration test: T—oo acA > liop
T S Uplwy, ay) * The DM'’s regret measures the difference in payoff he could have
T—00 T ootten and what he got.
such that (x) holds.
Forecast: 60% 60% 40% 40% 60% 40% 40% 60% 60% 40%
Persuasion problem Outcome: N

= States: 2 = (0, 1] and prior distribution of states: P = (A, p) Action: T % /S /S T R R T T R

= Expert commits to a signaling policy G : {2 — AS.

" After signal realization s € .5, DM has posterior mean ¢, € A2 and = DM has no regret if he plays acc. to any cahbrated forecashng Strategy.
plays action a(qs).

= \When facing a no-regret learner, expert can guarantee calibration

= Expert’s utility from belief ¢ : 4(q) = Zwe{m} q(w)Ugp(w, a(q)). benchmark and in some instances strictly more.
= () = is a garbling of P = (A, p) if 4 stochastic matrix G-
Q= (u,q)isag g (A p) Summary
AG =1
(Ap)G = uq = \We show there Is scope for strategic forecasting. Overall, the forecasts

= Expert’s Goal: Find distribution of posteriors that maximizes expected need to be accurate but can be less precise than honest forecasts.

utility: = We provide a micro-foundation for the commitment assumption in
persuasion models.

Per(P, 1) = max Z 1(q)a(q). = \WWe show a novel connection between calibration test and no-regret
| learning as heuristics in decision-making.
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