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Motivation

Pareto efficiency is a natural benchmark for social welfare: no
individual can be made strictly better off without making another
worse off.

Under incomplete information, players possess private information

that could improve collective welfare.

However, individual incentives may lead them to distort what they
know.

When is a feasible outcome Pareto efficient? When can

strategic behavior lead to efficiency?



Summary of Results

Excessive randomization over action profiles leads to inefficiency.

Necessary condition for efficiency (generic):
# action profiles across states < # players + # states.

Two players: only pure or quasi-pure outcomes can be efficient.
Economics Applications
1. Cheap talk
2. Bayesian persuasion

3. Allocation problem without transfers



Finite game with incomplete information

Players: i € {1,...,k}.

States: w € Q drawn from prior p € int(AQ).
~ Actions: a = (ay,...,a;) € A=[["_, 4.

Payoffs: u;: 2x A —R.

Types: t = (t1,...,tg) € T:HleTi, with 7:Q — AT.



Outcomes and feasible payoffs

— Outcome: p:Q — AA.

Induced ex-ante payoff:

u() = 3 p(w) Y pla | w)u(w,a) € B,

we acA

Feasible payoffs (given p):
Ey={u(u) eR*: p:Q— AA}.

The set I}, is a convex polytope; extreme points = pure outcomes.



Efficiency

An outcome p is efficient if there is no outcome 7 with
u(n) > u(p) and at least one strict inequality.

w is efficient <= it maximizes a strictly positive weighted
sum of players’ ex-ante payoff:

IneRh, st € Ta.
neRY | st u(p) arg;réa%n x



Necessary Condition for Efficiency

Let |u(w)| denote number of action profiles taken in state w.

[ Generically, an outcome p is efficient only if Y |u(w)| < k+19. ]

Two players: generically, efficient outcomes are pure or quasi-pure
(binary randomization in exactly one state).

This condition does not depend on the prior, which action profiles

are used, or the weight of randomization.



Ex-ante and ex-post efficiency: a geometric link

Minkowski sum decomposition:

F, = Zp(w) F,, where F,, = Co{u(w,a):a € A}.
we

Ex-ante efficiency: u(yu) lies on the Pareto frontier of F,.
Ex-post efficiency: u(u | w) lies on the Pareto frontier of F,,.

Key geometric result:

p is efficient <= In € RY , s.t. u(p|w) € argm%anx Yw e Q
xely,



Intuition for the result

Efficiency requires a common positive weight vector n € Ri 4 to
support all states.

In state w, ex-post efficiency means that all actions played

T

maximize the same linear objective n' u(w,-).

Generically, each additional action profile imposes an additional
independent linear constraint on the admissible weight vectors.

Summing constraints across states, excessive randomization
generically rules out any strictly positive weight vector.



Example: Sender—Receiver

Let Q = {wo,w1} and A = {ag,a1,a2,a3,a4}. Sender—receiver payoffs
(us,uR):

ago aq az a3 a4
wo | (0,9) | (10,8) | (0,6.2) | (3,4) | (0,0)
w1 | (0,0) | (10,4) | (0,6.2) | (3,8) | (0,9)

In this environment, we illustrate the efficiency properties of different

outcomes.



Example 1: Ex-post inefficient

1. Outcome where action aq is taken in wg, and actions aq and a4 are

taken in wq
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Ex-post inefficient in state wy = inefficient



Example 2: Ex-post efficient but ex-ante inefficient

2. Outcome where actions ag and a; are taken in wg and action a; is

taken in w;
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Ex-post efficient in both states but no common positive weight vector
(nw, ¢ cone{n,, ,My, }) = inefficient



Example 3: Ex-ante efficient

3. Outcome where only action a; is taken in both states
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Outcome is ex-post efficient in both states and a

weight vector exists = efficient

common positive



Cheap Talk



Cheap Talk: Model

State w € ) drawn according to prior p € int(AQ).
Sender observes w and chooses a message m € M to send.
Upon seeing m, receiver chooses an action a € A.

Results in payoffs ug(w,a) and ug(w,a).



When is a cheap talk outcome efficient?

Generically, a cheap talk outcome is efficient only if it is pure.

Suppose a cheap talk equilibrium induces a stochastic outcome.

Generically, efficiency implies that in some state w* no more than
two actions a1, ag are played.

Sender’s equilibrium: ug(w*,a1) = ug(w*,a2)

Ex-post efficiency: ugr(w*,a1)=ug(w*, az)

Non-generic condition! Any small perturbation breaks this
knife-edge indifferences.



Cheap talk with state-independent sender payoff

Let a* denote the sender’s most preferred action among receiver’s
best responses.

Suppose ug(a). A cheap talk outcome is efficient <= a* is
induced with certainty.

— Any non-trivial cheap talk outcome, where communication affects
the receiver’s action, is inefficient.



ug(a): Influential equilibrium
S

(i) Suppose p = 0.5 and posteriors ¢; = 0.4 and g2 = 0.6 are
induced.
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ug(a): Influential equilibrium

(i) Suppose p = 0.5 and posteriors g; = 0.4 and g2 = 0.6 are
induced.
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Given posterior ¢; = 0.4, the receiver must randomize between a;
and a9 to satisfy sender’s indifference condition.

Both players strictly prefer a; over as in state wg = inefficient.



ug(a): Babbling equilibrium
S S

(ii) Suppose p = 0.7 where the action a3 # a* is played with

certainty.
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Again, both players strictly prefer a; over a3 in state wg =
inefficient



ug(a): Babbling equilibrium
IS Babbling 1it

(iii) Suppose p = 0.3 where the action a; = a* is played with

certainty.
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This babbling equilibrium is the sender’s most preferred outcome

= efficient
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Sllllllll‘(ll'y

We analyzed Pareto efficiency in finite games with incomplete
information.

Generically, excessive randomization across action profiles leads to
inefficiency.

Necessary condition (generic):
# action profiles across states < # players + # states.

Incentive constraints often prevent efficiency in natural strategic
environments.

Thank you! Any questions?



